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 Basic Pattern Mining: A Review on 
Techniques and Applications 

 

Abstract --- With the rapid growth in technology, managing this data is becoming a challenging task. Data mining is the field of 
automatic extraction of information from a large corpus of data. Pattern mining is a technique initially used for market basket 
analysis, in order to extract the combination of items a customer buys at once. Frequent pattern mining algorithms can be 
categorized in two major types: Basic and extended pattern mining algorithms. This paper is basically concerned with basic type 
frequent pattern mining algorithms and presents a broad overview of these algorithms. These algorithms have been studied in terms 
of methodology they used, the focus of the algorithm and the purpose of these algorithms.  

Index Terms: Data Mining, Frequent pattern mining, association rules.  

——————————      —————————— 
 

1. INTRODUCTION 
E are drowning in information but starved 
for knowledge.  

Famous quote of John Naisbitt becomes true when 
we are dealing with knowledge discovery from 
today’s world of data. With the rapid growth of 
technology, the amount of data is also growing as 
an astonishing rate. Knowledge discovery from 
such a large amount of data is one of the hot 
challenges of today’s world of data.  Data mining is 
a solution to resolve this issue of interest. Data 
mining is the automatic extraction of patterns, sub-
sequences and sub-patterns from huge corpus of 
data. In other words, the process of revealing 
hidden and useful information from a huge set of 
data is known as data mining. (Yen et al, 2009) 

Pattern mining is a data mining technique used to 
extract different patterns or sequences from data 
automatically. Pattern mining is based on objects 
frequencies and the input is given as transactional 
form. Items, Terms and objects are interchangeably 
used in literature to represent a single entity or 
object of the data, but the word “item” is 
commonly used by researchers. Pattern mining has 
different applications depending on the nature of 
the extracted pattern. Transaction is an instance of 
items that occur collectively, e.g. set of items that a 
specific customer buys at a specific time in a 
market. A transaction may be a click stream, a 
combination of objects detected by a video 

surveillance system at a specific time interval or 
calls made by a specific user at a given time 
interval.  Basic and extended Patterns mining 
algorithms are commonly used in literature and a 
variety of algorithms are proposed by researchers.  

Basic patterns algorithms were initially proposed 
by the pioneers of pattern mining era. These are 
the basic techniques and have high familiarity as 
compared to extended patterns. Following are the 
main categories of basic pattern mining algorithms: 
Frequent Itemset Mining, Association Rule Mining 
and Frequent Closed/ Maximal Pattern Mining.  

Extended patterns are based on basic patterns and 
variations of the earlier ones, enabling them to find 
any other sort of information as per requirement. 
Extended patterns normally have the same 
concepts as basic ones but have variations of 
conditions or constraints. Extended patterns 
includes Top-k Item-set mining, Uncertain data 
mining, Frequent periodic patterns, High utility 
patterns mining, Rare Itemset Mining and Colossal 
patterns mining.  

As discussed earlier, this paper is basically 
concerned with basic pattern mining algorithms. 
Following are the brief discussion of the major 
types of basic pattern mining algorithms and 
techniques: 
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2. FREQUENT ITEMSET MINING 
Frequent Patterns are subsets, subsequence, sub 
patterns or Itemset that occur collectively at a 
frequency higher than a threshold value. This 
threshold is known as support value or min-sup 
and is user specified. The support value is the ratio 
of the transactions supporting a particular item or 
object to the total number of transactions present in 
a dataset. If a user selects a higher support value 
say 90% support, the items that lie in 90% of the 
transactions will be returned and thus only most 
frequent items will be returned. On the other side 
if a user selects 10% support, algorithm will returns 
the items that lie in 10% transactions only.  Thus 
higher support value minimizes the possibilities 
and thus returns less number of Frequent Itemset 
(FI) and a smaller support value returns larger 
number of FIs. 

Frequent Patterns, frequent Itemset and frequent 
term sets are interchangeably used in literature. 
Frequent patterns are a general term used to 
represent this concept. Word frequent Itemset is 
used when the transactions are individual objects 
e.g. food items in case of market analysis and 
frequent term sets are particularly used in the area 
of text mining. R. 

Agrawal, T. Imielinski, A. Swami [2] and R. 
Agrawal, R. Srikant [3] introduced the concept of 
frequent patterns or FIs.  

“Given the min-sup threshold, an Itemset I is 
called frequent Itemset when supp(I) is greater 
than or equal to min-sup, i.e., FI =  {X|Supp(I) ≥
min_sup  , where I = i1, i2 ,  i3, ………im“ [17]. 

Frequent pattern mining for the very first time was 
applied to the market basket analysis but now it’s 
applications are becoming vast day by day. Some 
suitable applications for FIs are analysis of market, 
text mining, clustering, click-streams, and network 
traffic.  

2.1 ALGORITHIMS FOR MINING FREQUENT 
ITEMSET 

Researchers have proposed different algorithms 
and techniques for extraction of FIs that improve 
efficiency, scalability and preserve memory as 
well. Scalability means the ability of the algorithm 
when the size of input data is increased. Following 
is a brief discussion of FI extraction algorithms for 
situations and conditions: 

 

 

  

S.No Author and year Algorithm Description Focus 

1 (Agrawal & 
Srikant, 1994) 

Apriori Based on candidate set generation, term 
frequencies. Increment size of candidate set in 
ascending order.  

Finding FIs in 
market data 
analysis. 

2 Zaki, 2000 

Eclat Organize the items using lattice search space and 
sub-lattice, small independent memory chunks, 
solvable in memory. To identify all long patterns 
and sub-patterns, they presented efficient 
traversal techniques. 

Efficiency 

3 (Zaki & Gouda, 
2001, 2003) 
 

dEclat Vertical mining approach. Uses diffset, a compact 
form of data representation.  

Scalability 

4 Uno et al., 2004 

LCMFReq Fast enumeration based on Prefix preserving 
closure (PPC) extension, an extension from one 
closed item-set to another. Uses search tree for all 

Efficiency and 
preserves memory. 

TABLE I 
LITERATURE SUMMARY OF FREQUENT ITEM-SET MINING ALGORITHMS. 
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closed item-set without regenerating the extracted 
item-sets again.  

5 (Han et al., 
2004)  

FP-Growth Frequent Pattern Tree, used divide and conquer 
method. Frequent pattern tree is a compact form 
of hierarchical representation of patterns that 
preserves memory and is efficient to scan.  

Reducing repeated 
database scans, and 
number of 
candidate set. 

6 (Borgelt, 2005)  

Relim Inspired from FP-Growth algorithm but does not 
use pre-fix tree or any other complex data 
structure. Recursive elimination algorithm.  

Simplicity of the 
structure 

7 (Pei et al., 2007) 

H-Mine  Based on data structure H-Struct, and hyperlinks. 
H-struct requires limited memory and is efficient 
to run in memory. Divides database in small 
partitions. Proposed a space preserving mining 
algorithm as well. 

Scalability 

8 Deng et al., 
2012, Deng et 
Lv, 2015 

PrePost, Pr
ePost+ 

Vertical data representation method, N-List is 
used. Originated from FP-Tree and PPC-Tree. 
Compactness of N-List and use of intersection of 
two N-lists.  

Efficiency but more 
memory 
consumption for 
sparse datasets.  

9 (Deng et al., 
2014) 

FIN Inspired from PrePost algorithm implemented 
using PPC-Tree, based on Nodeset data structure. 
Node-Set is more efficient data structure than N-
List and Node-List used in PrePost.  

Efficiency and 
memory preserving 

 

From the above table we can see that that initially 
FIs algorithms used candidate sets as used in 
Apriori. With the arrival of Eclat algorithm, 
researcher started following hierarchical a 
approach that is more compact form of pattern 
representation. Vertical data mining technique was 
used by dEclat algorithm for the first to increase 
efficiency. FP-Growth for the fisrt time used proper 
tree structure, FP-Tree a more compact form of tree 
as compare to Eclat algorithm, and thus improved 
efficiency and memory consumption. Relim was 
inspired from FP-Growth and was simpler but it 
prefers simplicity over efficiency and the algorithm 
is inefficient in some cases. Rest of the algorithms 
like H-Mine, PrePost and FIN used different 
efficient data structures like H-Struct, N-List and 
PPC-Tree inorder to improve efficiency and they 
added different efficient traversal techniques as 
well. 

 

2.2 ALGORITHMS FOR MINING FREQUENT 
ITEMSET USING MULTIPLE MINIMUM 
SUPPORTS 

As discussed earlier, frequent Itemset are extracted 
using min-sup, a user specified threshold value. A 
very high min-sup leads to the extraction of very 
few item-sets, because the item-sets with low 
support are discarded. Setting min-sup very low, 
returns to a large number of frequent Itemset. In 
order to preserve memory, a user try to set min-
sup high, but on the other hand high min-sup will 
not return all the frequent Itemset required. This 
will sometimes leads to the loss of information 
unwillingly. To cope with this problem, different 
researchers have proposed variety of algorithms 
that uses multiple min-sup. Following is the 
summary of these algorithms, the methodologies and 
their technical contribution in terms of memory, run 
time and scalability etc:   
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From the below  table, it is concluded that 
algorithms to use multiple min-sup are basically 
variations of the well-known algorithms Apriori 
and FP-Growth algorithms. This is one of the open 
areas for researchers that can be addressed in 
future.  

 

 
 
 
 
 
 

 
 
S.No Author and 

year 
Algorithm Description Focus 

1 (Liu et al, 
1999) 

MSApriori Based on Apriori algorithm and 
uses multiple supports to reveal the 
nature of Itemset in the database 
and diverse frequencies.  Minimum 
Item Supports (MIS) is used to 
express the min-sup of the items 
present in a rule.  

Multiple Min-
Support 

2 Hu & Chen, 
2006, 
Uday & 
Reddy, 
2011,  

CFP-growth 

CFPGrowth++ 

Based on FP-Growth algorithm but 
accepts multiple supports, uses 
MIS-Tree, an FP-Tree like structure. 
Each item has its own min-sup, so it 
is difficult to select proper min-sup. 
CFPGrowth algorithm works 
repeatedly until a satisfactory result 
is fond. Efficient algorithm for 
scanning MIS-Tree is proposed to 
make the process efficient. 
CFPGrowth++ is an extension of 
CFPGrowth with addition of new 
pruning techniques.  

Efficient and 
Scalable  

 

2.3 ALGORITHMS FOR MINING FREQUENT 
ITEMSET FROM UNCERTAIN DATA 

Managing uncertain and imprecise data is one of 
the hot issues in the area of pattern mining. 
Example of uncertain data includes collecting data 
about temperature in a habitat monitoring system 
where the sensor normally produces noisy data. 
Another example is finding location of a person 
using GPS system that produces imprecise data. 
For handling such type of data, probabilistic  

 

frameworks are implemented. Data that is not 
certain is handled using probabilistic models.  

Uncertain transactions have associated 
probabilities and works with probabilistic 
framework. Using conventional algorithms for 
extraction of frequent Itemset from uncertain data 
is appropriate approach. Few algorithms to deal 
with such type of data is given in table 3.    

 

TABLE II 
LITERATURE SUMMARY OF FREQUENT ITEM-SET MINING ALGORITHMS WITH MULTIPLE SUPPORT  
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U-Apriori simply finds frequent Itemset while P-
Apriori computes Top-A frequent Itemset. Both the 
algorithms are based on probabilistic framework.   

 
 
 

 
 
 
 
 
 
 

S.No Author and 
year 

Algorithm Description Focus 

1 (Chui et al, 
2007) 

U-Apriori  It uses uncertain data under 
probabilistic framework. Items 
of the transactions have 
associated probabilities and 
give a formal definition of 
frequent patterns in such un-
certain environment.  

Saves CPU and I/O 
cost 

 

 

2 Feng Gao et 
al, 2011 

P-Apriori It is an algorithm based on 
probabilistic model, using 
dynamic programming for 
testing frequent item-sets. It 
mines top-A probabilistic 
frequent Itemset, and reports 
Itemset incrementally in 
ascending order.   

Efficiency and 
effectiveness 

 

2.4 ALGORITHMS TO DISCOVER FREQUENT 
ITEMSET FROM A STREAM 

Stream of data is an unbounded sequence of data, 
generating continuously at rapid rate. This 
continuing generation of data changes the result 
with passage of time as the new data is generated 
from the stream. New addition of data reduces the 
effect of old data and thus making the task more 
complicated. To deal with such type of data, 
researchers have presented some algorithms that 
specifically deal with transactions extracted from 
data streams. (Chang & Lee, 2003) Following is a 
summary of some well known algorithms used for 
extraction of frequent patterns generated from data 
streams:  

 

 

 

 

 

 

 

 

 

 

 

 

TABLE III 
LITERTERATURE SUMMARY OF FREQUENT ITEM-SET MINING ALGORITHMS FROM UNCERTAIN DATA. 
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S.No Author and year Algorithm Description Focus 

1 (Chang & Lee, 
2003) 

estDec Adaptively computes frequent item-set from 
recently obtained data stream. The effect of 
old item-sets diminishes with the time as 
new data-streams are received. 
Optimization techniques are proposed.  

Efficient and 
minimizing 
memory 
usage 

2 (Yen et al, 2009) 

CloStream Computes frequent closed item-set from a 
data stream. Incrementally updates the 
item-sets as per user specified threshold.   

Efficient and 
minimizing 
memory 
usage 

3 (Shin et al., 
2014) 

estDec+ Uses Compressible-Prefix Tree (CPT) that 
can trace the support of multiple items at 
once. Further the size of CPT decreases as 
the number of traced items increases. CPT 
consumes less memory but produces less 
accurate Frequent item-sets. To control the 
size of CPT, estDec+ uses a splitting and 
merging of nodes of the tree. A threshold 
value for merging gap is also supported 
which controls the utilization of confined 
memory. 

Efficient and 
minimizing 
memory 
usage 

 

estDec simply computes Fis as new data are 
generated from the stream. CloStream works in 
same manner but it returns frequent closed 
Itemset. A detailed description of frequent closed 
Itemset is given in the section of frequent closed 
Itemset algorithm. estDec+ is inspired from estDec 
but uses tree structure that is more compact and 
efficient.  

3 ASSOCIATION RULE 

Association rule mining is the process of 
discovering frequent patterns, correlations and 
associations between two or more than two items. 
Formerly, association rule is in the form X ⟹Y, 
where X ⊆  I, Y ⊆  I, where I = {i1, i2, i3 ... , im} is a 
set of items. The rule X ⟹ Y holds in the  

 

transaction set D with confidence C if C% of 
transactions in D that contain X also contain Y . 
The rule X ⟹ Y has support s in the transaction set 
D if S% of transactions in D contain X ⋃ Y . [47] 

Following are some well known algorithms for 
computing association rules:  

 
 
 
 
 
 
 
 
 

TABLE IV 
LITERATURE SUMMARY OF FREQUENT ITEM-SET MINING ALGORITHMS FROM DATA STREAM. 
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S.No Author and year Algorithm Description Focus 

1 (Agrawal & Srikant, 
1994) 

AprioriHybrid It combines Apriori and AprioriTID for 
the purpose of efficiency and scalability. 
It uses Apriori initially and then switches 
to AprioriTID when it expects that a 
candidate at the end of the pass will fit in 
memory.  

Efficiency 
and 
scalability 

2 (Koh & Roundtree, 
2005) 

Apriori-
Inverse 

Use to mine sporadic rules, rules with 
low support and high confidence level. 
Divide rules in two categories. Perfectly 
sporadic rules are those rules having 
items with support below maximum 
support, and imperfect sporadic rules are 
those having items with support larger 
than maximum support.   

Efficiency 

3 (Tan et al. 2000; Tan et 
2006) 

INDIRECT Introduces a novel pattern called indirect 
association. Patterns that posses support 
higher than user specified threshold. 
Infrequent pair of items can be useful if 
the items are related indirectly via some 
other set of items. INDIRECT algorithm 
extracts indirectly associated item pairs. 

Estimate 
the 
correlation 
between 
indirect 
data 

4 (Weng et al. 2008) 

FHSAR Privacy-preserving algorithm. Sensitive 
data are given high disclosure threshold 
and is kept hidden from the network or 
user. Information is represented in the 
form of frequent item-set or association 
rule.  

Efficiency 

5 (Fournier-Viger, 
2012b) 

TopKRules Normally algorithms generate large 
amount of FI's. TopKRules returns only k 
association rules with highest support 
value.  

Scalability, 
user 
control 
over 
number of 
FIs. 

6 (Fournier-Viger 2012) 

TNR Extracts top-k non redundant association 
rules. 

Scalability 
and 
accuracy. 

  

TABLE V  
LITERATURE SUMMARY OF ASSOCIATION RULE MINING ALGORITHMS. 
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From the above table it is concluded that 
algorithms for association rule mining does not 
only improve efficiency but they have their own 
specific purpose as well. AprioriHybrid uses 
association rule and were followed by many 
researchers as their base algorithm. AprioriInverse 
discovers sporadic rules, INDIRECT and FHSAR 
have their own specific purpose along with the 
extraction of association rules. TopKRules and 
TNR both returns top k association rules. TNR 
algorithm computes non-redundant top-k 
association rules as discussed above.  

4. CLOSED/MAXIMAL FREQUENT 
ITEMSET MINING ALGORITHMS  

Existing FI extracting techniques are not effective 
as they produce a very huge amount of FIs where 
most of these FIs are not useful. To extract different 
interesting and useful FIs, many alternatives have 
been presented by researchers including mining 
closed patterns, maximal patterns and maximum 
length itemset. Currently most of the algorithms 
use monotonicity property of the FIs which states 
that if an FI is frequent then all its sub-sets are also 
frequent. These approaches are discussed as 
following:  

Frequent Closed Itemset (FCI): “A pattern α is a 
closed frequent pattern in a data set D if α is frequent in 
D and there exists no proper superset β such that β has 
the same support as α in D” (Han et al., 2007). [18] 

Maximal Frequent Itemset (MFI):  “A pattern α is a 
maximal frequent pattern (or max-pattern) in set D if α 
is frequent, and there exists no superset β such that α 
sub-set β and β is frequent in D” (Han et al., 2007). 
[18] 

Following is a brief summary of the some well-
known algorithms for extracting Frequent Closed 
item-sets and Maximal Frequent item-sets:  
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S.No Author and year Algorithm Description Focus 

1 (Pasquier et al., 
1999) 

AprioriClose  Also known as A-Close 
algorithm, reducing sub-set 
latice to closed lattice for 
reducing search space.   

Efficient for dense and 
correlated data. 

2 Doug et al, 2000 

Mafia It uses search strategy using 
combination of depth-first 
traversal of the Itemset lattice 
with effective pruning 
mechanisms.  

Efficiency 

3 Jian Pei et al, 2000 

CLOSET +  Using a compressed tree 
structure, FP-Tree. Explores 
closed frequent item-sets. 

Efficiency and scalability 

4 o    (Zaki and 
Gouda, 2001) 

dCharm Vertical data mining using 
diffset data set. Inspired of 
Charm algorithm. Advantage 
of having support for fast 
frequency counting via 
intersection operations on 
transaction ids (tids) and 
automatic pruning of 
irrelevant data. Extracts closed 
and maximal Itemset.  

Preserves memory and 
improves efficiency.  

5 (Zaki and Hsiao, 
2002) 

Charm Uses dual Itemset tid-set 
search tree with combination 
of hybrid search technique that 
excludes many levels in tree 
traversal. For memory 
preserving it uses diffset, an 
already discussed data 
structure. A hash based 
approach for removing non-
closed patterns.  

Scalability 

6 (Grahne and Zhu, 
2003) 

FPMax Extension of FP-Growth 
algorithm. Extracts maximal 
frequent Itemset.  

Focused on efficiency but 
claimed that efficiency 
depends on tuning of 
parameters, different 
results for different 
environments.  

TABLE VI  
LITERATURE SUMMARY OF CLOSED/MAXIMAL FREQUENT ITEM-SET MINING ALGORITHMS. 
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FPMax and LCMmax both are based on their 
parent algorithms FP-Growth and LCM but returns 
closed/maximal patterns. FPCLOSE and Genmax 
uses FP-Array and diffset to increase efficiency and 
scalability. FP-Array’s compactness helps 
FPCLOSE to preserves memory as well.   

5. CONCLUDING REMARKS 
In this paper we conclude that data and 
transactions may of different nature, only single 
algorithm cannot be used to extract frequent 
patterns. Nature of data is a most important factor 
that cannot be neglected. Transactional data, data 
streams, colossal, monotonic and episodes data all 
have their own specific algorithms. To achieve 
efficiency, researchers have used tree structures 
and efficient traversal techniques and new data 
types are proposed. In future work, a brief 
literature study on extended patterns is highly 
recommended. Furthermore a comparative study 
of different algorithms can be carried out in terms 

of efficiency, memory and other factors used 
above. The algorithms can be experimented using 
different data structures that are used above. 
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